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Abstract 
Detailed datasets of real-world systems are becoming more and more 
available, accompanied by a similar increased use in research. However, 
datasets are often provided to researchers with restrictions regarding their 
publication. This poses a major limitation for the dissemination of 
computational tools, whose comprehension often requires the availability of 
the detailed dataset around which the tool was built. This paper discusses the 
potential of synthetic datasets for circumventing such limitations, as it is 
often the data content itself that is proprietary, rather than the dataset 
schema. Therefore, new data can be generated that conform to the schema, 
and may then be distributed freely alongside the relevant models, allowing 
other researchers to explore tools in action to their full extent. This paper 
presents the process of creating synthetic geospatial data within the scope of 
a research project which relied on real-world data, originally captured 
through close collaboration with industry partners. 
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1. INTRODUCTION 

The initial spark for this paper came during The Society for Modelling & Simulation 
International’s 2019 Spring Simulation Conference, in Tucson, Arizona, in April 2019. 
During a panel discussion on best practices in developing artificial societies, the topic of 
discussion focussed on better ways of publishing and communicating agent-based 
models (ABMs) and simulations, with a mind towards comprehension and reproducibility 
by other members of the modelling community. Two main threads emerged during the 
panel discussion: first, that a standardized approach to writing about and presenting 
ABMs should be adopted by members of the community; and second, that modellers 
should ensure that their models are published in such a way as to allow for their 
replication by others in the community. 

Regarding the first point, that of standardization, it has been observed (Angus & 
Hassani-Mahmooei, 2015) that relatively new computational approaches (such as ABMs 
for example) often are presented on an ad-hoc basis, with each new piece of work 
documenting different aspects of a model, leading to confusion and hindering 
reproducibility. Most of these issues are often overcome with time, when a particular 
methodology has matured enough and best practices emerge. However, it is often the 
case that having a standardized approach to writing and communicating a model can 
speed up the process as well, as adopting a standard ensures that readers are familiar 
with the structure of an ABM paper, can quickly and at a glance understand how the 
model works and how to implement and replicate a proposed model. This has been 
largely addressed by the introduction of ABM protocols, particularly the ODD (Overview, 
Design Concepts, Details) protocol (Grimm et al., 2006, 2010). 

The second point, on model reproducibility, follows closely from the previous one: 
after establishing a common language for communicating computational models, it is 
important to make sure that all necessary elements for reproducing a study/model are 
also provided, which may include for example the reasoning behind design decisions, the 
code base, and any data that may be required by the model to run. It is this last element, 
the data, which in recent years has become more and more prominent, and is the main 
focus of this paper. Kitchin (2014) notes that we are currently seeing a “data revolution”, 
in which more and more data are becoming available, with increasing fidelity and timely 
publication. However, it is sometimes the case that data is locked behind non-disclosure 
limitations, where a proprietary dataset may be shared with researchers for the purposes 
of a study, but researchers are prohibited from further sharing the dataset with the 
public. This results in an interesting and somewhat worrying point, where new datasets 
may be used to develop new techniques and methodologies, thus advancing knowledge 
in a field, but the datasets themselves may be prohibited from being shared, therefore 
limiting the communication and wider adoption of the derived techniques. 

This point on data availability therefore poses a not-insignificant limitation to the 
reproducibility of computational models that require input data. To resolve such cases, 
this paper discusses a potential solution in the form of synthetic datasets: Made-up 
datasets to be used as ‘stand-ins’ for original, un-publishable datasets, that do not reflect 
any aspect of the real-world, and are therefore free of any disclosure limitations, but are 
generated in such a way so as to ‘look’ and ‘behave’ exactly like the original. 
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2. CONTEXT 

Within the contemporary landscape of data availability, there are multiple classifications 
on data access, defining the various entities that may access different datasets based on 
sensitivity and ownership. The Open Data Institute has produced one such classification, 
termed ‘The Data Spectrum’1 (Figure 1), which illustrates why such access limitations 
might exist: any data more restricted than ‘Public Access’ may contain sensitive 
information, individually identifying records, or business-sensitive information. As such, 
while the sharing of such data for research purposes is welcome by all parties, publication 
of the dataset itself is highly restricted and often for good reason, thus resulting in 
researchers working with what is termed here ‘un-publishable’ datasets. Although the 
above-mentioned limitation is strongly enforced and respected, research work with ‘un-
publishable’ datasets is quite common, and furthermore researchers continuously publish 
work based on such data, as there are a number of ways to circumvent such limitations. 
 

 
Figure 1. The Data Spectrum (CC-BY license, Open Data Institute) 

Within this datascape, by far the easiest way to circumvent limitations of un-
publishable data is by avoiding them altogether, for example by working with open data, 
which by definition has much less restrictive conditions (Kitchin, 2014). Working with 
open data is regarded as providing benefits both for the research community by 
supporting better scientific practices and promoting data standards, as seen for example 
in (Bartha & Kocsis, 2011), as well as at the political level, where open data is regarded 
as “providing greater returns from the public investment in research” (Pampel & 
Dallmeier-Tiessen, 2014). One such case of using open data in the geospatial research 
community is the use of OpenStreetMap (OSM), a crowdsourced web-mapping platform 
(Haklay & Weber, 2008) that has seen increased use in recent years, with research 
associated with it both using OSM data as input as well as feeding its output back into 
the community, as seen for example in humanitarian mapping during emergency 

                                                 
1 https://theodi.org/about-the-odi/the-data-spectrum/, accessed 30/10/2019 

https://theodi.org/about-the-odi/the-data-spectrum/
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response (Dittus et al., 2017). However, it may often be the case that a particular dataset 
is only available under disclosure-restrictive limitations, and therefore a piece of work 
can only be generated using ‘un-publishable’ data. Even in such cases however, examples 
of published work are plentiful, and highlight two distinct approaches to working with 
‘un-publishable’ data.  

One approach to working with ‘un-publishable’ data is publishing a summary of the 
data in the form of analysis results and findings. Examples in this approach can be found 
in analytical work on urban mobility using mobile phone network data (Calabrese et al., 
2011; Diao et al., 2015; Reades et al., 2007; Reades et al., 2009) that often makes use of 
aggregated mobile phone records of individuals, and is therefore highly sensitive 
information; examining taxi cab driver behaviours using trackers (Liu et al., 2010), which 
utilizes positional and temporal tracking of individuals, constituting highly sensitive data 
due to personal identification risks; and analysing outdoor physical activity using mobile 
electro-encephalography (Aspinall et al., 2013), which utilizes sensitive personal medical 
data. In all these cases, the underlying data is highly sensitive and therefore never 
published, but analysis findings summarizing the data in interesting and valuable ways 
are shared to the public. 

The second approach in working with ‘un-publishable’ data, which has been 
mentioned already, is the use of synthetic datasets. In cases where an original dataset 
may not be published, a secondary dataset can be created so that it ‘looks’ and ‘behaves’ 
like the original, and given that it does not represent real-world data (and therefore is 
not bound by any proprietary or uniquely identifying limitations), it can be safely 
published instead. The use of synthetic datasets is not new in research, and in fact has 
been suggested as a potential solution for some cases. First of all, in order to address the 
data disclosure limitation mentioned earlier, and particularly for national statistics 
providers whose main concern is to not reveal any individual identifying information 
(Rubin, 1993), researchers have suggested multiple processes for replicating data so that 
resulting datasets may be safely used instead (Raghunathan et al., 2003; Reiter, 2002). 
Secondly, further cases for the use of synthetic datasets have been made in order to 
provide highly controlled environments for the calibration of computational models (e.g. 
for training machine-learning algorithms) (Tomás et al., 2014). In addition to the above, 
this paper will present a third case for synthetic datasets, noting their use in the 
communication and reproducibility of computational geospatial models, especially in 
cases where the models have been built around ‘un-publishable’ datasets. 

3. COMMUNICATING GEOSPATIAL MODELS 

Computational geospatial models are often initially developed around a particular 
dataset in order to examine a particular phenomenon or observation, and may be (at 
least at first) built to work with a particular dataset schema as input. This is often 
particularly true for novel work, where not enough time has been invested yet to fully 
document the fine model mechanics and input data formats, but rather a model is often 
built to demonstrate proof-of-concept rather than satisfy widespread application. 
However, it is often at this stage that it is most important for modellers to publish their 
work, so that it may be examined and commented on by other members of the 
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community, and recommendations and improvements may be made while the work is 
still in active development and when feedback is most efficient. 

3.1 The need for data publication 

Regarding model publication, one part of the effective communication of a computational 
geospatial model to the wider research community requires the publication of the model 
in some form (be it through descriptive text, UML, or even better the code base itself), so 
that other researchers may run the model and experiment with it as well, as discussed 
Grimm and colleagues (Grimm, 2002; Grimm & Railsback, 2012). Furthermore, it is often 
important that a dataset needs to accompany the model publication as well, so that 
interested audiences may actually execute the computer model, examine its workings, 
and inspect it during runtime. Therefore, in a case where a model has been initially 
developed around an ‘unpublishable’ dataset, and furthermore whose comprehension 
and understanding requires input data, the ‘unpublishable’ dataset presents a significant 
bottleneck in the academic dissemination pipeline, as the model cannot be fully inspected 
without its input data, but the data may not be published along with the model due to 
external restrictions. 

In these cases, it might be beneficial for the modellers to provide a synthetic dataset 
along with the presentation of their work, by means of constructing an artificial dataset 
that conforms to the data schema of the original dataset. In this way, the modellers avoid 
the disclosure of protected information, while at the same time providing a dataset which 
can be used as input to their model. Furthermore, a synthetic database may be more 
effective for initial model communication compared to the original dataset, as modellers 
have the capability to only include necessary attributes, thereby decluttering the dataset 
and better instructing audiences on what is required for the model to run. 

3.2 Examples of synthetic geospatial data 

As established earlier, publishing a dataset alongside a study requiring said dataset is 
beneficial for reader comprehension of the study in question. With the rise of data 
availability and its increasing use in research in recent years, the benefit of dataset 
dissemination is being acknowledged more and more by the academic community. This 
can be seen in publication outlets dedicated to the publication of high quality datasets, 
as is the journal Data in Brief for example, whose aim is the publication of citable datasets 
either for reference purposes tied to existing papers that make use of the dataset, or for 
potential future use by other researchers. 

In the geospatial field in particular, a wide range of datasets are available, covering 
aspects from wildfire population risk (Mitsopoulos et al., 2020; Robinne, 2020), to 
drought occurrence and groundwater recharge sites (Dossou-Yovo et al., 2018; 
Rajasekhar et al., 2018), to socio-economic indicators (Mikhaylov et al., 2018), to urban 
design and built environment (Bartzokas-Tsiompras et al., 2021) illustrating the need for 
high quality publishable datasets. In regards to synthetic data, examples are found 
where synthetic datasets are published for use in machine learning algorithms (Sánchez 
& Vasile, 2020) as well as in the evaluation of algorithmic pipelines (Marelli et al., 2020); 
more relevant to the geospatial field, there are examples of detailed synthetic population 
datasets (Dennett et al., 2016; Joubert, 2018), of significant value to researchers wishing 
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to test or explore population dynamics at fine levels of details but are lacking access to 
real datasets. 

3.3 Improving computational geospatial models through data publication 

The previous section established the need and importance of including datasets, either 
real or synthetic, along with publications that rely on such datasets. This section 
discusses recent examples of computational geospatial models published in a relevant 
journal (the European Journal of Geography, in this case, for example see Mathioulakis & 
Photis, 2017; Photis & Sirigos, 2016; Fraile-Jurado et al., 2019; Zaleshina & Zaleshin, 2017; 
Bartzokas-Tsiompras & Photis, 2020; Paraskevopoulos et al., 2019). These publications 
are not accompanied by data, but rather present novel methodologies or applications of 
geospatial models through presentation of the underlying model. Four examples are 
briefly discussed regarding its aims, as well as limitations regarding the publication of 
data, and furthermore, for each example a short discussion follows outlining the 
potential benefits of publishing a sample dataset (synthetic or otherwise) along with the 
model for the particular paper. 

Mathioulakis and Photis present an application of a geospatial model simulating 
future urban growth in the Greater Eastern Attica area in Greece (Mathioulakis & Photis, 
2017). Their approach implements the standard SLEUTH model via a cellular automata 
(CA) model. CA models are a group of dynamic computational models operating on a 
spatial grid, with each cell in the grid evolving and changing its state over time based on 
inputs and a set of predetermined behavioural rules. CA are often set up via a 
programming language, and SLEUTH models in particular require a set of input data 
containing spatial characteristics (e.g. Slope, Landuse, Transportation, etc.), with input 
data provided in the form of digital image files at specified dimensions and encoding. The 
authors present the application process in great detail, however neither the code used to 
program the CA nor the input data are presented, therefore rendering the exact 
replication of the study near impossible. This example highlights an important benefit of 
sharing geospatial data alongside a model, where model execution requires input data 
at a very specific format (in this case, grayscale 8-bit GIF format images, all with same 
dimensions). While the authors include figures showcasing the model input image files, 
digital sample image files at the correct format could further aid reader comprehension, 
and in cases where the model code is also shared through an online repository (e.g. 
Github), can enable readers to execute the model themselves. 

Photis and Sirigos present a location-allocation model to support decision-making 
in planning for ambulance allocation in the city of Volos, Greece (Photis & Sirigos, 2016). 
The model is presented through its set of equations in mathematical form, and its 
implementation and use is done through an interactive GIS interface. The model 
presented in this example was applied to a case study for the city of Volos, Greece, and 
its input data includes a road network as well as tabular data representing incidents 
requiring ambulance use for a specified period. Given the sensitive nature of the input 
data relating to patient information, it is expected that it cannot be made public, and 
thus this incident input data is not presented in the paper. As the authors describe in the 
paper the incident data contains a significant amount of additional information, 
including date, time, and location of the incident, and incident urgency, and furthermore 
the road network is broken down into 5 road categories with additional metadata (e.g. 
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uni- or bi-directional, service load, etc.), all of which constitutes information that can be 
presented very succinctly through a synthetic digital sample of each dataset, hosted 
online and shared in the paper. 

Fraile-Jurado et al. present a comparison of different methods for assessing 
current and future coastal vulnerability due to sea-level rise in Europe (Fraile-Jurado et 
al., 2019). In their paper they present a comprehensive review of seven different models 
used to analyze and map the sea level. Of particular interest in this study is the listing of 
required input parameters for each reviewed model, as it gives an indication of the 
different variables that each model takes into account for its output. While it is not the 
authors’ responsibility to educate readers how external software works or to detail 
software requirements, given that this paper constitutes a review of specialized software, 
a preview of sample datasets required for different software can enable readers to better 
comprehend the level of detail that each software operates at in comparison to others. 

Zaleshina and Zaleshin present an overview of brain mapping techniques in 
neuroscience, and further illustrate the relevance of spatial data processing 
methodologies, as often found in geospatial fields, for neuroimaging applications 
(Zaleshina & Zaleshin, 2017). This paper draws some clear similarities in methodologies 
of two very distinct fields, and highlights how the two fields might benefit from each 
other. The authors present their case through detailed diagrams and figures highlighting 
matches and correspondences in both approaches, however an interesting point can be 
made here, regarding standard methods and practices in scientific fields: it is often the 
case that a method (be it a data format, algorithm, software, etc.) becomes a ‘standard’ 
in a field after many years of use and general consensus among the field practitioners 
that it is indeed a ‘good’ method. However this process carries with it all the minute 
nuances that each individual adds during the development and refinement of the method, 
and therefore even if two fields start from the same basic concept (e.g. the use of 
coordinate systems in both geosciences and neuroscience), it might be the case that after 
years of refinement each discipline has arrived at a significantly different form of the 
method. Within the context of this example, a sample dataset outlining the ‘most 
common’ attributes and data structures from each discipline could offer practitioners 
from each field a hands-on way of examining the ways that the other field approaches 
similar data. 

4. GENERATING SYNTHETIC DATASETS 

The previous sections established the benefits of publishing datasets along with the 
studies that rely on them, however as has been mentioned already this is often not 
feasible, due to publication constrains on datasets provided to researchers. In these latter 
cases of work based on ‘un-publishable’ data a solution has been identified in the use of 
synthetic data, i.e. made-up data points that have been generated to look like the real-
world dataset, but do not actually describe a real-world case. This section will discuss in 
more detail the process and general aims of generating synthetic datasets, as well as the 
different levels of similarity a synthetic dataset may have in relation to the source 
dataset. 

The process of generating a synthetic dataset has a seemingly straightforward aim, 
but the methods needed may become quite complex, quite quickly. The core aim is 
essentially to create an artificial dataset, which ‘looks’ and ‘behaves’ exactly like a 
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dataset that reflects the real-world. Using an original dataset, attributes are copied over 
to the new synthetic dataset and new values are assigned so that the resulting dataset 
is free of any relation to the real-world, and therefore does not contain any individual 
identifiers. While the aim is fairly straightforward, it is the level of similarity to the 
original dataset that may introduce increased complexity in the process. Using an original 
source dataset as a blueprint, three levels of similarity between the synthetic and the 
source dataset may be broadly identified (in ascending order of complexity): First: 
matching the source dataset’s schema; second: matching the dataset’s relational aspects; 
and third: introducing additional attribute relations. 

In order to generate a synthetic dataset at any of the above levels of similarity to a 
source dataset, an understanding of the original dataset is needed, as the aim is to 
replicate aspects of it in some form. Furthermore, depending on the intended level of 
similarity to the original, proportionally deeper understanding of the original dataset is 
needed, as the aim becomes to replicate relationships between dataset attributes, e.g. 
correlations etc., which are rarely evident from a quick inspection of the original, and 
often require detailed analysis (and may in fact be the result of other, significant bodies 
of work). A graphical representation for the process of generating a sample synthetic 
dataset at varying levels of similarity is shown in Figure 2. 

 

Figure 2. Synthetic generation of a sample dataset. Figure a represents the original (source) dataset, 
consisting of two positively correlated attributes (attribute_1, attribute_2), with values ranging between 
[0-10] for attribute_1 and [0-100] for attribute_2. Figure b represents a randomized synthesis, where the 
same attributes exist with values in the appropriate ranges, but no correlation is replicated. Figure c 
represents a more detailed synthesis, where in addition to characteristics of b, the correlation between 
attributes is also intrduced. Figure d represents an extension of the dataset, where non-existent 
characteristics are introduced (the negative correlation), for purposes of limit testing. 
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More specifically, for a given original dataset (Figure 2a) with two numeric variables 
(attribute_1, attribute_2) exhibiting a known correlation, synthetic datasets generated at 
each of the aforementioned levels of similarity would be the following: for the first level 
of similarity (Figure 2b), that of matching the dataset schema, the goal is to have a 
resulting dataset which contains all of the same attributes, each attribute has a value of 
the correct type, and furthermore values for each attribute are within the same range. 
Therefore, in a cursory computational check (i.e. through an algorithm that checks 
whether attributes exist) the resulting dataset will appear ‘valid’ and can indeed be fed 
into a relevant algorithm as input without any errors; however, no condition is 
established on the relations between the attributes, and in fact such a dataset has no 
analytical value, as all values have potentially been assigned at random. For synthetic 
datasets with analytical value, it is important to match the relational aspects between 
the dataset’s attributes, that is respecting any correlations within the dataset (Figure 2c). 
This second level of similarity increases the complexity of the process significantly, as the 
dataset needs to be analysed beforehand, to identify correlations. At this point, if such a 
thorough analysis and replication is achieved, it could be assumed that the synthetic 
dataset is analytically equivalent to the original. The third level mentioned above 
deviates from the similarity process, and is included here as a theoretical end-point: if a 
synthetic dataset is generated to such a degree of similarity that it can be the equivalent 
of a real-world dataset and can be fed into a model, then it stands to reason that the 
process of generating relations in the dataset can be pushed further, to include 
correlations and relations not observed in the original, but also not prohibited by the 
relations in the data themselves (Figure 2d). Such a dataset may then be used to test 
extreme scenarios of the model, and examine the model’s responsiveness to theoretically 
valid values, as a form of model sensitivity analysis. 

5. AN EXAMPLE OF SYNTHETIC GEOSPATIAL DATASET GENERATION 

Having discussed the reasoning and process through which synthetic datasets are 
generated, this section will present some examples on the use of synthetic data, used for 
the presentation of work done based on proprietary data. The work presented here 
constitutes the development of a dashboard platform, a set of non-specialist tools to be 
used for the analysis and visualisation of urban freight traffic. The proof-of-concept 
dashboard tool was built around a sample dataset of road freight traffic provided by a 
local authority in London, UK, as part of a partnership within the scope of the ‘Freight 
Traffic Control 2050: Transforming the energy demands of last-mile urban freight 
through collaborative logistics’ research project. As the original data was shared with a 
non-disclosure agreement, a synthetic dataset was constructed replicating the original, 
to demonstrate the dashboard tool’s applicability. The dashboard development process 
is documented in (Cheliotis, 2019); the dashboard codebase is published under an open-
source license and hosted at a public GitHub repository2, along with the generated 
synthetic dataset. The synthetic dataset is constructed so that it fully matches the 
original’s data schema, and furthermore some relational properties have been 

                                                 
2 Dashboard GitHub repository found at: https://github.com/cheliotk/ftc2050-dashboard 

https://github.com/cheliotk/ftc2050-dashboard
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maintained. Some samples of both cases will be presented, to better illustrate the 
differences. 

5.1 Dataset generation process 

 

Figure 3. Geospatial model study area extents, where synthetic trip data is generated for a particular 
local authority in London, UK. Greater London in light blue, local authority highlighted in red 

The original dataset contains records of courier trips passing through a local authority in 
Central London, UK (Figure 3) for a period of one month. Daily activity patterns are quite 
consistent between days, with most of the activity taking place during business hours, 
and therefore it was decided that for the synthetic dataset, a single day would be 
generated. 

The trips are categorized by trip origin and destination (OD) pair in relation to the area 
of interest (Internal/External), resulting in four categories: External-External (EE), 
External-Internal (EI), Internal-External (IE), and Internal-Internal (II). These categories 
served as the starting point for the generation of the synthetic data: In a Jupyter 
notebook3 running python 3.4, point pairs were generated at random within the Greater 
London boundary using the geopandas4 library, and categorized based on where they 
were located in relation to the local authority. 

After generating the trip origin-destination coordinate pairs, trip path geometries on 
the street network were generated using the Open Source Routing Machine (OSRM)5. 
OSRM takes as input an OD pair and using a street network graph from OpenStreetMap 
calculates the shortest path between the two points, returning a GeoJSON object. 
                                                 
3 https://jupyter.org/ 
4 http://geopandas.org/ 
5 http://project-osrm.org/ 

https://jupyter.org/
http://geopandas.org/
http://project-osrm.org/
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Following the trip path geometries, trips were filtered so that only geometries 
intersecting the area of interest (the local authority) were kept, matching the original 
dataset. Approximately 1000 trips were generated in total, and the number of trips for 
each category was chosen so that distributions were similar to those exhibited in the 
original dataset, as shown in Table 1. For each trip, the final trip path geometry was 
appended to the synthetic trip data to form a single trip record, which was then imported 
into a MongoDB6 database to be retrieved by the web dashboard tool. 

 

Table 1. Comparison of original and synthetic trip data by trip type in terms of origin-destination pair 

Trip type 

Original (1 day data) Synthetic 

# of trips % # of trips % 

External-External 3752 48.11% 497 50.92% 

External-Internal 1619 20.76% 190 19.47% 

Internal-External 1617 20.74% 190 19.47% 

Internal-Internal 810 10.39% 99 10.14% 

Total 7798 100.00% 976 100.00% 

5.2 Levels of similarity to original 

5.2.1 Case 1: No relational similarity 

Trip origins and destinations were generated at random, therefore showing a distinct 
difference in clustering to actual destinations. In the original (Figure 4 left), trip 
destinations are highly clustered around high-attractivity locations such as depots and 
train stations, while in the synthetic dataset (Figure 4Error! Reference source not found. 
right) trip destinations are randomly dispersed within the area, presenting a more 
homogeneous spatial distribution, with any discernible hotspots being the result of 
randomness, rather than spatial characteristics of the area. 
 

 
Figure 4. Trip destinations heatmap. Original (left) and Synthetic (right) 

                                                 
6 https://www.mongodb.com/ 

https://www.mongodb.com/
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5.2.2 Case 2: Some relational similarity 

The daily activity curve highlights the difference between business hours and off-hours 
traffic (Figure 5). The original shows a distinct difference between the two, with reduced 
activity before 5am, rising sharply from 6am through to 12am, and then gradually 
dropping again. While this has been replicated somewhat, the daily activity curve in the 
synthetic dataset has been modelled as a normal distribution, with a mean of 12am 
(noon) and standard deviation of 4.5 hours, therefore maintaining overall difference 
between night-day, but with a more gradual build-up and fall-off. 
 

 
Figure 5. Daily activity curve (Number of rips starting per hour). Original (top) and Synthetic (bottom) 

5.2.3 Case 3: Attribute relationship consistency 

The original dataset contains two spatial identifiers for the trip’s origin-destination 
location pair: one coordinate pair for the origin, one for the destination (both in WGS84), 
and an additional two-letter identifier for the whole trip signifying whether the trip 
started and/or ended within an area of interest (for a total of four distinct values). 
Generating each attribute at random would have resulted in potential inconsistencies 
between the string identifier and the actual trip origin and destination locations. The 
synthetic dataset strongly maintains the relationship between coordinates and the two-
letter identifier, by essentially generating the string identifier based on the randomly 
generated point locations. An example of this consistency along with a comparison of 
trip data for a random record in the dataset is shown in Figure 6. 

6. CONCLUSIONS 

The inclusion of synthetic datasets for the communication of computational geospatial 
models provides some significant benefits: First of all, the generation of a new, artificial 
dataset that mimics an original dataset means that the information contained within 
does not reflect aspects of the real-world at all, is free of any disclosure limitations 
attached to the original, and can therefore be shared freely. Secondly, the process of 
generating an artificial dataset requires a more in-depth understanding of the original 
data, as well as the model, and allows the modeller to refine and declutter the synthetic 
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data shared to the wider community. And finally, through this process the modellers may 
generate additional datasets with characteristics not contained within the sampled 
original data, therefore allowing for more robust model development by exploring and 
pushing the model’s capabilities further. 
 
 

 
Figure 6. Attribute list comparison. Original (left) and Synthetic (right) 

However, at the same time, the process of generating synthetic data has some 
significant drawbacks and limitations. A major issue is introduced by the additional 
workload required to produce the synthetic dataset, which may require significantly 
more time the more detailed the dataset is intended to be. And furthermore, given that a 
synthetic dataset at any adequate level of similarity to the original requires the modeller 
to first analyse and understand the original dataset they have in their hands, and 
therefore make assumptions on the relationships between existing attributes, it stands 
to reason that synthetic datasets may include bias: they are products of a modeller’s 
assumptions and understanding of the underlying data, and therefore the modeller’s bias 
may be well encrusted within the resulting synthetic dataset. 

In conclusion, synthetic datasets may introduce biases through the assumptions 
included during the generation process, and may introduce additional workload for 
researchers especially during the early stages of model development leading to initial 
publications. But at the same time, if the model in question has been developed around 
datasets which came with disclosure limitations, often the generation and inclusion of a 
synthetic dataset might be the only way of including integral operational data for a more 
efficient communication and reproducibility of the model. 

NOTES 

The dataset and work mentioned in this project (FTC2050 dashboard) is made available 
to explore on Github: https://github.com/cheliotk/ftc2050-dashboard 

https://github.com/cheliotk/ftc2050-dashboard
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